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Abstract

A theoretical model is proposed to describe fully nonlinear dynamics of interfaces in two-

dimensional MHD flows based on an idea of non-uniform current-vortex sheet. Application of

vortex sheet model to MHD flows has a crucial difficulty because of non-conservative nature

of magnetic tension. However it is shown that when a magnetic field is initially parallel

to an interface, the concept of vortex sheet can be extended to MHD flows (current-vortex

sheet). Two-dimensional MHD flows are then described only by a one-dimensional Lagrange

parameter on the sheet. It is also shown that bulk magnetic field and velocity can be calculated

from their values on the sheet. The model is tested by MHD Richtmyer-Meshkov instability

with sinusoidal vortex sheet strength. Two-dimensional ideal MHD simulations show that the

nonlinear dynamics of a shocked interface with density stratification agrees fairly well with

that for its corresponding potential flow. Numerical solutions of the model reproduce properly

the results of the ideal MHD simulations, such as the roll-up of spike, exponential growth

of magnetic field, and its saturation and oscillation. Nonlinear evolution of the interface is

found to be determined by the Alfvén and Atwood numbers. Some of their dependence on the

sheet dynamics and magnetic field amplification are discussed. It is shown by the model that

the magnetic field amplification occurs locally associated with the nonlinear dynamics of the

current-vortex sheet. We expect that our model can be applicable to a wide variety of MHD

shear flows.

Keywords Non-uniform current-vortex sheet, Richtmyer-Meshkov instability, Alfvén number,

Surface Alfvén wave, MHD interfacial instability

Mathematics Subject Classification 76W05, 76E17, 76B47, 76E30

1 Introduction

Motions of vortex and current sheets play an important role in various phenomena of hydrodynamic

and magnetohydrodynamic (MHD) flows (Saffman, 1992, Axford and Hines, 1961, Shore, 2007).

In this paper, we have developed a two-dimensional current-vortex sheet model that can describe

fully-nonlinear evolutions of MHD shear flows.

For pure hydrodynamics, it is well-known that the two dimensional vortex sheet model can

describe the nonlinear evolutions of shear flows, such as a transition to the global deformation

1



of a vortex sheet and the appearance of new stable configurations of a spiral formation due to

shear flow instability (Saffman, 1992, Godreche and Manneville, 1998), and also nonlinear inter-

facial instabilities such as the Kelvin-Helmholtz instability (KHI) (Krasny, 1986, 1987, Shelley,

1992), Rayleigh-Taylor instability (RTI) (Baker et al., 1982, Matsuoka and Nishihara, 2006), and

Richtmyer-Meshkov instability (RMI) (Matsuoka and Nishihara, 2006, Nishihara et al., 2010). The

vortex sheet equations are regularized by the vortex blob method (Krasny, 1987), and then the

sheet model has succeeded to reproduce experimental results of the spiral structure (Nitsche and

Krasny, 1994). The method has been applied to the nonlinear analysis of various vortical flows,

which has an advantage that it can reduce spatially two-dimensional hydrodynamic equations to

one-dimensional ones only for a Lagrange parameter along a sheet.

The extension of the vortex sheet model to MHD flows, which is called the current-vortex

sheet (Axford, 1960), has a crucial difficulty because the magnetic tension term in the MHD

Euler equation is not a conservative force. Then, Kelvin’s circulation theorem, which ensures the

conservation of the circulation, does not hold in MHD flows. Thus, the previous works on the

theoretical analysis have been limited to either the linear stability theory (Gerwin, 1967, Chen and

Hasegawa, 1974, Arshukova et al., 2002, Ilin et al., 2003, Cao et al., 2008) or the weakly nonlinear

analysis (Hunter and Thoo, 2011).

However, it is found that when the magnetic field does not initially possess the normal compo-

nent to the interface, the concept of vortex sheet model can be extended naturally to the current-

vortex sheet model in MHD flows including the nonlinear regime. In this paper, we propose a

MHD sheet model to describe the fully nonlinear motion of an interface even with non-uniform

vorticity and current distribution along the interface and also density stratification. It should also

be mentioned that the velocity and magnetic fields in the bulk can be derived from quantities on

the sheet, if the incompressibility and the initial current free condition in the bulk are satisfied.

To demonstrate the validity of our new model of current-vortex sheets in MHD flows, we per-

formed numerical calculations for the nonlinear evolution of MHD RMI by the sheet model as well

as by ideal MHD simulations. RMI is a shock-induced inviscid interfacial instability with density

stratification (Richtmyer, 1960, Meshkov, 1969, Brouillette, 2002, Nishihara et al., 2010), which is

essentially driven by non-uniform velocity shear at the interface left by shocks (Fraley, 1986, Sam-

taney and Zabusky, 1993, 1994, Wouchuk and Nishihara, 1996, 1997). There are two sources of

vorticity generation, which are the baroclinic effect and shock curvature effect (Kevkaham, 1997).

Vorticity generation by the baroclinic term has been intensively discussed by Zabusky et al. (Haw-

ley and Zabusky, 1989, Samtaney and Zabusky, 1993, 1994). However, for the linear growth of

RMI, only the shock curvature effect is required as explained below (Wouchuk and Nishihara, 1996,

1997, Wouchuk et al., 2009), and the baroclinic effect is not essential. If we consider a case that a

uniform incident shock passes through a corrugated interface between two fluids from light fluid to

heavy one as first introduced by Richtmyer, the shock fronts of the reflected and transmitted shocks

are then deformed as shown in figure 1. Fluids undergo refraction across the distorted shock fronts

so that the normal component of the fluid velocity is determined from the shock Rankine-Hugoniot

relation, while the tangential fluid velocity is conserved, for small amplitude of the shock ripple, as

indicated by arrows in moving frames with each shock fronts in figure 1. The non-uniform velocity

shear at the interface is thus left by the rippled shocks in the linear RMI. The interaction among

the corrugated interface and the corrugated shock fronts then takes place through sound waves,
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Fig. 1: A schematic diagram of Richtmyer-Meshkov instability after an incident shock pass through

a corrugated contact surface (CS) between light fluid (top) and heavy fluid (bottom), where ρ1 and

ρ2 are their mass densities after the shock interaction. Rippled transmitted shock (TS) and reflected

shock (RS) propagate down ward and upward respectively. Arrows indicate perturbed fluid flow

across the rippled shock surfaces in moving frames with the shocks, where normal components

are determined from linearized shock jump condition, while tangential components are conserved.

Here, δv∗1 and δv∗2 are initial transverse fluid velocities thus induced at the rippled contact surface.

as Richtmyer (Richtmyer, 1960) successfully calculated numerically, and Wouchuk and Nishihara

(Wouchuk and Nishihara, 1996) gave analytical solutions of the wave equations with the form of

infinite series. The initial circulation is then modified by the sound wave radiated by the rippled

shocks as they go away. Through the interaction, the normal velocity at the interface reaches an

asymptotic value (refer to Appendix E).

RMI is especially important in inertial fusion implosion (Ma et al., 2013, Perkins et al., 2013,

Hurricane et al., 2014, Goncharov, 1999, Agliskiy et al., 2001, Ishizaki and Nishihara, 1997) and

supernova explosion (Arnett et al., 1989). This instability causes the degradation of fusion yield

through seeding RTI (Hurricane et al., 2014). Recently strong magnetic fields are observed in

laser plasmas (Stamper et al., 1978, Daido et al., 1986, Yoneda et al., 2012, Fujioka et al., 2013)

and the strong fields may affect dynamics of RMI (Cao et al., 2008, Samtaney, 2003, Sano et al.,

2013, Wheatley et al., 2014, Mostert et al., 2015). It is widely known that the interstellar medium

(ISM) has non-uniform structures of warm and cold neutral media (Field and Hutchins, 1968,

Koyama and Inutake, 2002). RMI can take place when supernova shocks pass through ISM,

which is quite common events in ISM. Supernova remnants (SNRs) are expected as a site of

magnetic amplification. Recent discovery of the year-scale variability in the synchrotron X-ray

emission at the downstream regions of supernova shocks suggests that the large magnetic field

amplification takes place up to milligauss-order (Uchiyama et al., 2007). Moreover, the presence

of a milligauss magnetic field has a critical meaning in the long standing paradigm of cosmic-

ray proton acceleration in young SNRs (Giacalone and Jokipii, 2007, Inoue et al., 2012). We

have constructed our theory inspired by this discovery of a milligauss magnetic field in SNRs and

importance of the paradigm. The magnetic field amplification by vortices and the suppression of

fluid instabilities by a magnetic field is a recent hot topic in MHD turbulence (Muller and Grappin,
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2005, Alexakis, 2013) as well as the inertial fusion plasmas and ISM. These studies treat the case

of homogeneous plasmas, in which they report that field-line deformation by turbulent motions

leads to magnetic field amplification.

Outline of this paper is as follows. In section 2, a set of fully nonlinear current-vortex sheet

equations is derived, which provides mutual coupling equations between vortex sheet strength and

magnetic field. In section 3, we provide the linear theory and show that the eigenmode of our

model represents the surface Alfvén wave (Gerwin, 1967, Chen and Hasegawa, 1974). In section 4,

we present the method to calculate the magnetic field in the whole region including the bulk based

on our sheet model. Using the two-dimensional ideal MHD simulations, we show that the nonlinear

evolution of the MHD RMI can be approximated by the results obtained with the initial conditions

of potential flow in section 5. In section 6, we apply our current-vortex sheet model to the nonlinear

evolution of various potential flows. Obtained results by our new model are compared with the

corresponding ideal MHD simulations, and which shows fairly good agreements in characteristic

behavior of the instability such as the roll up of spike and magnetic field amplification. Two

parameters, the Alfvén and Atwood numbers are found to characterize the nonlinear evolution

of the current-vortex sheet. Nonlinear dynamics of the current-vortex sheet are investigated for

various conditions of the two parameters. Finally, our conclusions are summarized in section 7.

2 Derivation of sheet model in MHD flows

We consider 2D inviscid and incompressible MHD flows in the Cartesian coordinate (x, y). The

governing equations are given by

∂u

∂t
+ (u · ∇)u− 1

ρµ
(B · ∇)B = −1

ρ
∇

(
p+

B ·B
2µ

)
,

(2.1)

∂B

∂t
= ∇× (u×B), (2.2)

∇ · u = 0, (2.3)

∇ ·B = 0, (2.4)

µj = ∇×B, (2.5)

where u denotes the fluid velocity related with the velocity potential ϕ as u = ∇ϕ, B the magnetic

field, j the current density, ρ the mass density, p the fluid pressure, and µ the permeability

(hereafter, µ = 1).

We discuss nonlinear dynamics of an interface separating two different plasmas (i = 1, 2)

with mass density ρi=1 ≥ ρi=2, which are constants (refer to Appendix E), when a non-uniform

velocity shear is initially deposited on the interface. Since the interface is assumed to be a contact

discontinuity, there is no flow across the interface but tangential velocity shear. The velocity shear

varies along the interface. In the bulk, the irrotational potential flow is assumed, which decays

exponentially away from the interface. Uniform magnetic field in each region is considered to

be initially parallel to the interface. We will show that this initial value problem can be solved

by introducing a non-uniform current-vortex sheet accompanied with tangential discontinuities of

both the plasma velocity and the magnetic field.
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We take the curl of (2.1) and (2.2). Using the incompressible conditions (2.3) and (2.4), we

obtain the evolution equations for the vorticity ω = ∇×u and the current density j, respectively:

dω

dt
=

1

ρ
(B · ∇)j (2.6)

dj

dt
= (u · ∇)j +△(B × u), (2.7)

where j = jêz and ω = ωêz (êz: the unit vector in the z direction), and d/dt is the Lagrange

derivative along the fluid motion d/dt = ∂/∂t + u · ∇. It should be noted that the interface is

excluded in the above calculation because there exist tangential discontinuities in the magnetic and

velocity fields across the interface; therefore, we cannot perform the differentiation there. [For the

interface, we take the surface rotation (2.27) instead of this calculation and consider the evolution

of the circulation (2.28).]

Here, we assume that the right-hand sides of equations (2.6) and (2.7) are Lipschitz continuous

(when we express it roughly, the right-hand sides are possible to differentiate with respect to

the dependent variables j and ω and their derivatives are bounded); i.e., we exclude unphysical

solutions such that they become singular in finite time when j and ω have sufficiently smooth

initial conditions. Then from the uniqueness of the solution, when j = 0 and △(B × u) = 0 are

satisfied at t = 0,

dω

dt
= 0 and

dj

dt
= 0 (2.8)

hold for t ≥ 0. Therefore, when the current density and vorticity satisfies the conditions j = 0 and

ω = 0 at t = 0 in the bulk,

j(t) = 0 and ω(t) = 0 (2.9)

for all t > 0 in the bulk. This result guarantees that the current density and vorticity concentrate

on the interface and the flow field is only determined by the dynamics of the interface. These

current and vorticity free conditions in the bulk are the starting point of our sheet model.

In the following analysis, we adopt the sheet model (Baker et al., 1982, Matsuoka et al., 2003,

Matsuoka and Nishihara, 2006). We consider the dynamics of an interface separating two differ-

ent plasmas. In our current-vortex sheet model, we consider only potential flow in each region.

However, if the potential flow in each region has different tangential velocity across the interface

separating two plasmas, the vorticity (the velocity shear) and therefore, the circulation is induced

at the interface. We solve nonlinear time evolution of the circulation at the interface together with

the interfacial dynamics induced. Then we parameterize points on the interface as

X(θ, t) = [X(θ, t), Y (θ, t)]

and its velocity as

u+(θ, t) ≡
(
dX(θ, t)

dt
,
dY (θ, t)

dt

)
using a Lagrangian marker θ, where

d

dt
=

∂

∂t
+ u+ · ∇

is the Lagrangian derivative in the frame moving with the interface. By introducing this model,

all physical quantities in the governing equations (2.1) - (2.5) described by (x, y; t) are reduced to
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the ones described by (θ; t); i.e., 2D problems are reduced to 1D problems. Hereafter, we omit the

parameter θ. The interface velocity can be chosen as

u+ = q +
α̃

2
γ (2.10)

so that it satisfies the continuity of the normal velocity at the interface. Here,

q ≡ (U, V ) =
u1,int + u2,int

2

is the average velocity of plasma 1 and 2 at the point, and

γ = u1,int − u2,int,

where |γ| = γ denotes the vortex sheet strength derived from the circulation

Γ ≡ ϕ1,int − ϕ2,int (2.11)

at the interface as γ = t∂Γ/∂s, where the subscript i, int indicates its value of i-plasma at the

Lagrangian point of the interface, and s and t are length and the unit tangent of the interface,

respectively. The artificial parameter (weighting factor) α̃ in (2.10) is a function of the Atwood

number

A ≡ ρ2 − ρ1
ρ1 + ρ2

(A ≤ 0 in this paper) and α̃ ̸= 0 for A ̸= 0 (Baker et al., 1982, Pullin, 1982). The physical

quantities q, γ, and Γ are defined on the interface as (θ; t).

Then the sheet velocity dX/dt is written as (Baker et al., 1982, Matsuoka and Nishihara, 2006)

dX

dt
= U +

α̃Xθ

2sθ
γ,

dY

dt
= V +

α̃Yθ
2sθ

γ, (2.12)

which is related to the vortex-induced velocity described by the Biot-Savart law (Birkhoff-Rott

equation) (Birkhoff, 1962, Rott, 1956):

q∗ = U − iV =
1

2πi
P.V.

∫ ∞

−∞

γ(θ′)sθ(θ
′)dθ′

Z(θ)− Z(θ′)
, (2.13)

where the subscript θ denotes differentiation with respect to θ, Z = X + iY , sθ =
√
X2

θ + Y 2
θ , and

P.V. denotes the principal integral. Using q and γ, the velocities u1,int and u2,int are written as

u1,int = q +
γ

2
and u2,int = q − γ

2
,

which satisfy the continuity of the normal velocity at the interface. For the magnetic field such

that it is initially parallel to the interface, the following statement holds.

Proposition The magnetic field that satisfies Bi,int = Bi,intt at t = 0 does not have the

normal component when t > 0.

Proof. From the equation d(n · n)/dt = 0 for the unit normal n of the interface, we see that

dn/dt = ct, where c is a constant. Using d(n · t)/dt = 0, we have

dn

dt
· t = c = −n · dt

dt
. (2.14)
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The relation
dt

dt
=

d

dt

(
∂X

∂s

)
=

∂

∂s

(
dX

dt

)
=

1

sθ

dXθ

dt

yields

dn

dt
· t = c = − 1

sθ

(
dXθ

dt
· n

)
. (2.15)

From equations (2.14) and (2.15), we obtain

dt

dt
= −cn =

n

sθ

(
dXθ

dt
· n

)
,

dn

dt
= ct = − t

sθ

(
dXθ

dt
· n

)
. (2.16)

The induction equation (2.2) and the relation (2.16) lead to

d

dti
(Bi,int · n) =

dBi,int

dti
· n+

dn

dti
·Bi,int

= [(Bi,int · ∇)ui,int] · n+Bi,int ·
[
d

dt
+ (ui,int − u+) · ∇

]
n

=
Bt

i,int

sθ

(
qθ ±

1

2
γθ

)
· n−Bi,int ·

[
t

sθ

(
dXθ

dt
· n

)
+

1∓ α̃

2
γκ

]
= ±

(1∓ α̃)Bt
i,int

2sθ
(γθ · n)∓

(1∓ α̃)Bt
i,int

2
γκ = 0, (2.17)

where the upper (lower) sign denotes i = 1 (i = 2), κ the curvature of the interface,

d

dti
=

∂

∂t
+ ui,int · ∇, (2.18)

and we used the relation

γθ = sθ
∂γ

∂s
,

∂γ

∂s
· n =

∂

∂s
(γt) · n = γκ, (2.19)

where the Frenet-Serret formula in the plane curves is used for deriving the second equation of

equation (2.19).

Using (2.17), we obtain the relation

d

dt
(Bi,int · n) =

[
d

dti
+ (u+ − ui,int) · ∇

]
Bi,int · n =

α̃∓ 1

2sθ
γ
∂Bn

i,int

∂θ
= 0 (2.20)

for the case that the condition Bn
i,int = Bi,int · n = 0 is satisfied at t = 0. It follows from this

equation that no normal magnetic field across the interface exists, if the field is initially parallel

to the interface; i.e.,

Bi,int · n = 0, (2.21)

holds for all t ≥ 0. Thus, the statement is proved. □
This proposition indicates that the “frozen-in” condition holds even for the interface that moves

with the velocity u+. From this proposition, we see that the dynamics of a current-vortex sheet is

reduced to the motion of the tangential direction of that. Hereafter, we omit the subscript int.

Now we derive the evolution equation for the tangential magnetic field Bt
i ≡ Bi ·t. From (2.16)

and (2.18), we obtain

dBt
i

dt
=

d

dt
(Bi · t) =

dBi

dt
· t+Bi ·

dt

dt
=

dBi

dt
· t

=

[
d

dti
+ (u+ − ui) · ∇

]
Bi · t

=
dBi

dti
· t+ (u+ − ui) · ∇(Bi · t), (2.22)
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where we used the relation dt/dti ∝ n. Using the divergence conditions (2.3) and (2.4), the

induction equation (2.2) can be rewritten as

dBi

dti
= (Bi · ∇)ui (2.23)

in each fluid i. From (2.22) and (2.23), we can derive the evolution equation for the tangential

magnetic field Bt
i as

dBt
i

dt
=
α̃∓ 1

2sθ
γBt

i,θ +
Bt

i

sθ

(
qtθ ±

γθ
2

)
, (2.24)

where Bt
i,θ = ∂Bt

i/∂θ, q
t
θ = ∂(q · t)/∂θ, and the upper (lower) sign corresponds to i = 1 (i = 2).

Now we derive the evolution equation for the vortex sheet strength γ. As shown in (2.9),

the current density j in the bulk satisfies j = 0. Therefore, the Lorentz force term j × B =

−∇(B ·B/2)+(B ·∇)B in the Euler equation (2.1) is zero in the bulk. This enables us to replace

the magnetic tension (the non-conservative force) with the magnetic pressure (the conservative

force) in each fluid i; i.e., the relation

(Bi · ∇)Bi = ∇
(
Bi ·Bi

2

)
(2.25)

holds.

Imposing a condition that the total pressure (normal stress) P = p+B ·B/2 is identical across

the interface:

p1 +
B1 ·B1

2
= p2 +

B2 ·B2

2
, (2.26)

we integrate the Euler equation (2.1) along a line surrounding the interface
∮
· dx (for this inte-

gration method, e.g., see Saffman, 1992). Then, using the conditions (2.25) and (2.26), and taking

the limit of thickness to be zero for the interface, we obtain the Bernoulli equation for the velocity

potential ϕi:

(1−A)

[
∂ϕ1
∂t

+
1

2
(∇ϕ1)2

]
− (1 +A)

[
∂ϕ2
∂t

+
1

2
(∇ϕ2)2

]
=

1

ρ1 + ρ2
(B1 ·B1 −B2 ·B2). (2.27)

Using the relation (2.11), the Bernoulli equation (2.27) is rewritten as the following evolution

equation for the circulation Γ:

dΓ

dt
= 2A

dΦ

dt
−Aq · q +

A+ 2α̃

4
γ · γ − α̃Aγ · q +

2

ρ1 + ρ2
⟨B⟩ · js, (2.28)

where Φ = (ϕ1 + ϕ2)/2, ⟨B⟩ = (B1 +B2)/2,

js = B1 −B2

denotes the surface current density, and js = js · t provides the current sheet strength. For the

relation between the current density j and the surface current density js, refer to Appendix A. In

deriving (2.28), we also use the fact that the vorticity ω = 0 in the bulk. It should be noted that

dΓ/dt ̸= 0 in MHD flows even for A = 0, due to the existence of the last term in (2.28) associated
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with the magnetic tension; i.e., the Kelvin’s circulation law Γ = constant does not hold in this

system even for the homogeneous fluid.

Differentiating (2.28) with respect to θ, we obtain the following Fredholm integral equation of

the second kind:

dγ

dt
=

2A

sθ

(
Xθ

dU

dt
+ Yθ

dV

dt

)
− (1 + α̃A)γ

s2θ
(XθUθ + YθVθ)

+
A+ α̃

4sθ
(γ2)θ +

2

sθ(ρ1 + ρ2)
(⟨B⟩ · js)θ. (2.29)

By solving (2.12), (2.13), (2.24), and (2.29) simultaneously, we can determine the fully nonlinear

motion of a non-uniform current-vortex sheet. We would like to mention that the magnetic field

affects the temporal evolution of local vortex sheet strength through equation (2.29), while the

vortex sheet strength determines time variation of the magnetic field through equation (2.24),

namely these equations provide the mutual coupling between the vortex sheet strength and the

magnetic field in MHD shear flows.

3 Linear analysis

Before discussing the fully nonlinear dynamics of a non-uniform current-vortex sheet, we show

that a linear eigenmode of the system represents the surface Alfvén wave (Gerwin, 1967, Chen

and Hasegawa, 1974) with density stratification. For the linear analysis, we denote the interface

as y = η(x, t) and use the following kinematic boundary condition instead of solving the integral

equation of the Biot-Savart law (2.13):

∂η

∂t
− ∂ϕi

∂y
=
∂ϕi
∂x

∂η

∂x
(i = 1, 2). (3.1)

We introduce a small sinusoidal perturbation of the interface as kη̃ ≪ 1 and the magnetic field

|B̃i/B0| ≪ 1, where k is the wave number, B0 is a uniform magnetic field in x-direction B0 =

B0êx, in which B0 is a constant and êx is the unit vector in the x-direction. The velocity potential

has only a small perturbation of ϕ̃i, where the the tilde denotes the first-order perturbations.

Substituting these quantities into equations (2.3), (2.4), (2.23), (2.27), and (3.1), we obtain the

linearized equations as

ρ1
∂ϕ̃1
∂t

− ρ2
∂ϕ̃2
∂t

= B0 · (B̃1 − B̃2),

∂B̃i

∂t
= (B0 · ∇)ũi (i = 1, 2),

ũi = ∇ϕ̃i, (3.2)

∂η̃

∂t
=
∂ϕ̃i
∂y

,

∇ · ũi = 0, ∇ · B̃i = 0.

As the standing wave solution of equation (3.2), we set, for example,

η̃ = δηRe(ei(kx−ωt+φ+) + e−i(kx+ωt+φ−)),

ϕ̃1 = δϕ1Re(e
i(kx−ωt+φ+) + e−i(kx+ωt+φ−))eky (y < 0), (3.3)

ϕ̃2 = δϕ2Re(e
i(kx−ωt+φ+) + e−i(kx+ωt+φ−))e−ky (y > 0),

9



where ω = ω(k) is the frequency, Re denotes the real part and δη, δϕi, and φ± are constants.

Substituting these standing wave solutions into equation (3.2), we obtain the following dispersion

relation,

ω2 = k2v2a0, (3.4)

where

v2a0 =
2B2

0

ρ1 + ρ2
(3.5)

is the Alfvén velocity defined by the average mass density in region 1 and 2. It should be noted

that if the magnetic field in two regions is not the same, 2B2
0 in equation (3.5) should be replaced

by B2
10 +B2

20. Namely the linear system given by equations (3.2) presents the surface Alfvén wave

(Gerwin, 1967, Chen and Hasegawa, 1974) with density stratification. Cao’s solution includes this

eigenmode (Cao et al., 2008).

For a standing wave solution, the eigenmode satisfy the following relations

ϕ̃1 =
δu

k
cos kx cos(ωt+ φ)eky (y < 0),

ϕ̃2 = −δu
k

cos kx cos(ωt+ φ)e−ky (y > 0),

ũ1 = δu(− sin kx, cos kx) cos(ωt+ φ)eky (y < 0),

ũ2 = δu(sin kx, cos kx) cos(ωt+ φ)e−ky (y > 0), (3.6)

η̃ =
δu

kva0
cos kx sin(ωt+ φ),

B̃1 = −B0δu

va0
(cos kx, sin kx) sin(ωt+ φ)eky (y < 0),

B̃2 =
B0δu

va0
(cos kx,− sin kx) sin(ωt+ φ)e−ky (y > 0),

where δu and φ are constants. From the above eigenmode, the vortex sheet strength γ̃ and the

surface current density j̃s are given as

γ̃ = −2δu(sin kx cos(ωt+ φ), 0),

j̃s = −2
B0δu

va0
(cos kx sin(ωt+ φ), 0).

(3.7)

The pure linear RMI solution is reproduced by η̃ ∼ t cosx (Wouchuk and Nishihara, 1997,

Matsuoka et al., 2003) when ωt = kvlin(va0/vlin)t = kva0t ≪ 1. This solution coincides with the

one obtained by Cao et al. (Cao et al., 2008) [equation (25) in this reference]. Linear solution also

gives rise to KHI for a uniform initial sheet strength γ.

4 Magnetic field in bulk

In this section, we present the method to calculate the magnetic field in the whole region including

the bulk under the boundary condition (2.21), by using the boundary value of the magnetic field

obtained from the sheet model. In the present study, we consider a multivalued interface with the

non-uniformly distributed surface current on the interface. The current-vortex sheet model itself

provides only the magnetic field along the interface in each region. For the bulk magnetic field, the
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solenoidal part calculated from the surface current using the Biot-Savart equation [refer to equation

(4.5)] is not enough to satisfy the boundary condition (2.21) for the interface with multivaluedness

and a non-uniform current. Since ∇ ·B = 0 allows adding an irrotational potential field such that

it satisfies the Laplace equation, we can set the magnetic field as

B = Bs +∇χ, (4.1)

where Bs denotes a solenoidal vector field and χ is a irrotational potential field that satisfies

△χ = 0. Without this irrotational part, we cannot construct the bulk magnetic field that satisfies

the boundary condition of no normal magnetic field at the interface. For the representation (4.1),

the following theorem holds.

Theorem There exist two different solenoidal vectors Bis and the irrotational potential fields

χi (i = 1, 2), and the magnetic field B is represented by

B(x) =

{
B1s +∇χ1 (x ∈ D1)

B2s +∇χ2 (x ∈ D2).
(4.2)

Proof. From the boundary condition (2.21), ∇χ ·n = −Bs ·n holds. Generally, Bs(x) is not

constant and Bs(x) ·n ̸= 0 at the interface; therefore, ∇χ(x) is not constant at the interface and

∇χ(x) · n ̸= 0 holds. Now we decompose the whole region D as D = D1 + D2 + ∂D, where Di

and ∂D denote the region i (i = 1, 2) and the boundary (interface), respectively. The irrotational

field χ is the solution to the following (potential) problem:

△χ = 0 in D, χ→ B0x as y → ±∞,

∇χ(x) · n ̸= 0 on ∂D. (4.3)

Now we introduce a harmonic function µ that is conjugate to χ. Then f = χ + iµ denotes a

regular function (a complex potential) and its derivative (the complex velocity)

w∗ ≡ df

dz
=
∂χ

∂x
− i

∂χ

∂y
, w =

∂χ

∂x
+ i

∂χ

∂y
, (4.4)

is also a regular function. The function w is obviously bounded (|w(z)| < M , ∀z ∈ C; M : a

constant). From the Liouville’s theorem in the complex analysis, a function that is bounded and

regular in the whole plane must be constant. This is contradictory to the condition that ∇χ; the
vector form of w, is not constant on ∂D. Therefore, the function w = w(z) is divided into two

regular functions across the interface:

w =

{
w1 (z ∈ D1)

w2 (z ∈ D2).

Accordingly, two different χ exist:

χ =

{
χ1 (z ∈ D1)

χ2 (z ∈ D2).

This indicates that two different representations for the magnetic field B exist in the current

problem; i.e., the magnetic field B in the upper (lower) half-plane is different from the one in the

lower (upper) half-plane. Thus, the statement of the theorem is proved. □
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Fig. 2: Contours C1 and C2, where C1 (C2) rotates D1 (D2) clockwise (counterclockwise).

It should be noted that the representation of the magnetic field exists two ways but B itself is

only one in the whole plane.

The boundary value of the potential field ∇χi ≡ ∇χi,int is given by the following relation:

∇χi,int = Bt
it−Bis,int,

in which the subscript int denotes its boundary value. The solenoidal part Bis = (Bis,x, Bis,y)

including its boundary value Bis,int is given with its complex form as [x = (x, y) → z = x+ iy]

B∗
1s(z) = B1s,x − iB1s,y =

1

2πi
P.V.

∫ ∞

−∞

Bt
1(θ

′)sθ(θ
′)dθ′

z − Z(θ′)
(z ∈ D1 + ∂D−),

B∗
2s(z) = B2s,x − iB2s,y = − 1

2πi
P.V.

∫ ∞

−∞

Bt
2(θ

′)sθ(θ
′)dθ′

z − Z(θ′)
(z ∈ D2 + ∂D+)

where ∂D+ (∂D−) denotes the upper (lower) side of the interface. The periodic form with respect

to x of this equation gives

Bis,x(x, y) = ∓ 1

4π
P.V.

∫ π

−π

sinh(y − Y (θ′))Bt
i (θ

′)sθ(θ
′)dθ′

cosh(y − Y (θ′))− cos(x−X(θ′))
,

Bis,y(x, y) = ± 1

4π
P.V.

∫ π

−π

sin(x−X(θ′))Bt
i (θ

′)sθ(θ
′)dθ′

cosh(y − Y (θ′))− cos(x−X(θ′))
,

(4.5)

where the upper (lower) sign on the right-hand side corresponds to i = 1 (i = 2).

Taking into account the initial homogeneous magnetic field B0, the boundary value ∇χi,int =

(∂χi,int/∂x, ∂χi,int/∂y) is given as

∂χi,int

∂x
= Bt

i tx −Bis,int,x −B0,

∂χi,int

∂y
= Bt

i ty −Bis,int,y,
(4.6)

where we set t = (tx, ty).

The regular function in (4.4)

w =

{
w1 = ∂χ1

∂x + i∂χ1

∂y (z ∈ D1),

w2 = ∂χ2

∂x + i∂χ2

∂y (z ∈ D2),
(4.7)
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is represented by the Cauchy integral as

wi(z) =
1

2πi

∫
Ci

wi(Z)

Z − z
dZ, (z ∈ Di), (4.8)

where Ci denotes a closed curve that encircles the region Di (refer to figure 2). It should be noted

that z /∈ ∂Ω (∂Ω±) in the Cauchy integral (4.8). Taking into account the boundary condition (4.3)

at infinity: w(z) → 0 (z → ∞) and imposing the periodicity with respect to x, the Cauchy integral

(4.8) for wi = ∂χi/∂x+ i∂χi/∂y is reduced to the following line integral:

∂χi

∂x
(x, y)

= ∓ 1

4π

∫ π

−π

sinh(y − Y )(χi,int,xXθ − χi,int,yYθ)− sin(x−X)(χi,int,xYθ + χi,int,yXθ)dθ

cosh(y − Y )− cos(x−X)
,

(4.9)

∂χi

∂y
(x, y)

= ∓ 1

4π

∫ π

−π

sin(x−X)(χi,int,xXθ − χi,int,yYθ)− sinh(y − Y )(χi,int,xYθ + χi,int,yXθ)dθ

cosh(y − Y )− cos(x−X)
,

where the upper (lower) sign on the right-hand side of this equation corresponds to i = 2 (i = 1)

and we omit the Lagrangian variable θ in Z = Z(θ) = X(θ)+ iY (θ). Here, the subscript θ denotes

the differentiation with respect to θ and we used the notation χi,int,x = ∂χi,int/∂x (χi,int,y =

∂χi,int/∂y).

Substituting equations (4.5) and (4.9) into (4.2), we obtain the bulk magnetic field. The

magnetic field B in the region D1 (D2) receives the information of that in D2 (D1) through the

boundary values Bt
1 and ∇χ1,int (Bt

2 and ∇χ2,int), and evolves under the constraint (2.21). The

bulk velocity field u is also provided by the physical quantities on the interface. For the velocity

field, refer to Appendix B.

5 Ideal MHD simulations

For the purpose of comparison, ideal MHD simulations related to the current-vortex sheet model

are performed. Here, we examine two different models which are a shock-induced RMI model and

a potential flow model. The initial setup and typical numerical results for the both models are

described in this section.

5.1 Basic equations and numerical scheme

The basic equations solved in our numerical simulations are the ideal MHD equations. The equation

of motion (2.1) and the induction equation (2.2) are used. The compressible fluid is assumed, so

that the equation of continuity is
∂ρ

∂t
+∇ · (ρu) = 0 , (5.1)

and the energy equation is

∂e

∂t
+∇ ·

[(
e+ p+

B2

2

)
u− (B · u)B

]
= 0 , (5.2)
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Fig. 3: Schematic picture of the initial configuration for RMI model. Two fluids are divided by

a contact discontinuity (CS). An incident shock (IS) propagates in the fluid “2” with the shock

velocity VSi.

where e is the total energy density,

e =
p

γ − 1
+
ρu2

2
+
B2

2
. (5.3)

In our simulations, the equation of state for ideal gas is adopted with the adiabatic index γ = 5/3.

We solve these ideal MHD equations by using a conservative Godunov-type scheme (e.g., Sano

et al., 1998). Operator splitting algorithm is adopted in our scheme. The hydrodynamical part of

the equations is solved by a second-order Godunov method, using the exact solutions of a simplified

MHD Riemann problem, which includes only the tangential component of a magnetic field. Since

the characteristic velocity is then the magnetosonic wave alone, the simplified MHD Riemann

problem can be solved in a way similar to the hydrodynamical one (Colella and Woodward, 1984).

The piecewise linear distributions of flow quantities are calculated with a monotonicity constraint

following van Leer’s method (van Leer, 1979). The induction equation is solved by the consistent

MoC-CT method (Stone and Norman, 1992, Clarke, 1996), guaranteeing ∇ ·B = 0 within round-

off error throughout the calculation (Evans and Hawley, 1988). All of the MHD simulations in

this paper use a grid resolution of ∆x = ∆y = λ/512, where λ is the wavelength of the initial

perturbation.

5.2 RMI model

First, we explain the RMI model. The initial configuration for our single-mode analysis is illustrated

in figure 3. Two fluids with different densities, ρ′1 and ρ′2(< ρ′1), are separated by a contact

discontinuity. Here the x- and y-axis are set to be parallel and perpendicular to the shock surface.

The interface has an initial corrugation of a sinusoidal form, Ycd(x) = Y0+ψ0 cos kx, where ψ0 is a

corrugation amplitude, k = 2π/λ is the perturbation wavenumber, and λ is the wavelength. This

spatial corrugation of the interface is an essential ingredient for the occurrence of the RMI.

A shock propagating through the light fluid “2” (y > Ycd) hits the interface at a time t = 0.

The incident shock velocity is −VSi, and the fluid velocity behind the shock is −U2. Let p0 be a
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uniform pressure of the both fluids before shock passage. The Mach number of the incident shock

is defined as M = VSi/c
′
s2 where c′s2 = (γp0/ρ

′
2)

1/2 is the sound speed of the fluid “2”.

The initial magnetic field is uniform with the size of |B| = B′
0 in the preshocked region. As for

the field direction, it is assumed to be parallel to the contact surface, so that the field is mostly

Bx = B′
0 and By = 0. However, to avoid the presence of the normal field at the interface, the

initial field is calculated from the following vector potential,

Az(x, y) = B′
0y −B′

0ψ0 cos kx exp [−k|y − Ycd(x)|] , (5.4)

by the relation B = ∇×A.

The initial configuration depicted by figure 3 can be characterized by only four non-dimensional

parameters. The sonic Mach number M parameterizes the incident shock velocity. The contact

discontinuity is expressed by the density jump ρ′1/ρ
′
2 and the ratio of the corrugation amplitude to

the wavelength ψ0/λ. The initial field strength is given by the plasma beta β0 = 2p0/B
′2
0 which is

the ratio between the plasma and magnetic pressures defined at the preshocked region.

The linear growth velocity of the RMI can be estimated from the densities and tangential

velocities at the interface after the passage of the incident shock (see Appendix E). The densities

in the postshocked regions behind the transmitted and reflected shock are ρ1 and ρ2, respectively,

which are calculated from the Rankine-Hugoniot conditions for MHD shocks in the limit of ψ0/λ≪
1. The transmitted and reflected shock velocities, VST and VSR, and the contact surface velocity

U can also be evaluated from the same MHD Riemann problem. With the help of equations (E1)

and (E2), the tangential velocity at the interface can be obtained from the initial parameters of

the RMI model. The growth velocity is then given by equation (E5).

The time evolution of a fiducial RMI model is depicted by figure 4, which shows the spatial

distribution of normalized density ρ/ρ2, current density (∇ × B)z/(kB̄0), and vorticity (∇ ×
u)z/(kvlin) at kvlint = 4. The average field B̄0 ≡ (B1 + B2)/2 and the linear growth velocity are

used for the normalization, where B1 and B2 are the postshock field strength at the interface.

To compare the results with those of the sheet model, it is useful to label the RMI model by

the Atwood number A and the Alfvén (Mach) number RA defined by

RA ≡
√
ρ1 + ρ2

2

vlin
B̄0

=
vlin
va0

, (5.5)

where va0 denotes the Alfvén velocity (3.5). These parameters for the model shown by figure 4 are

A = −0.2 and R2
A = 103. Notice that A and RA are estimated from the postshock quantities, which

are different from the initial parameter for the RMI model. For this particular model, the initial

density ratio is ρ′1/ρ
′
2 = 1.55, the Mach number of the incident shock is M = 2, the corrugation

amplitude is ψ0/λ = 0.05, and the initial plasma beta is β0 = 8.85× 10−7.

Mushroom-shaped spike growth can be seen in the density distribution of figure 4(a). The

interface is largely deformed by the RMI growth. The distance from the spike top to bubble

bottom is about 0.6λ that is much larger than the initial amplitude ψ0 = 0.05λ. Magnetic field

lines drawn over the density profile are obviously stretched by the RMI motions, but the field is

always parallel to the interface. In ideal MHD, the current density is given by ∇ × B. As seen

from figure 4(b), the current density is localized near the interface and the bulk component can

be negligible for this model. The vorticity is also concentrated at the interface and the peak is

located at the core of the mushroom shape. In fact, the bulk vorticity can be generated behind
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(a) (b)

(c)

Fig. 4: Normalized plasma density with magnetic field lines (upper left), current density (upper

right), and vorticity (lower) at kvlint = 4.0 obtained by the ideal MHD simulation of a RMI model,

where A = −0.2 and R2
A = 103. Magnetic field lines are shown over the density contour. The

arrows in the current density and vorticity figures are the magnetic field and velocity vectors,

respectively.
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the rippled transmitted and reflected shocks. However, for the weak shock cases M ≲ 2, the bulk

vorticity can be ignored compared to the dominant value at the interface. For the strong shock

cases, on the other hand, it is known that the bulk vorticity can reduce significantly the growth

velocity of the RMI (Wouchuk, 2001). Thus the sheet model can be applicable only for the RMI

models in the weak shock limit.

5.3 Potential flow model

The second model to be performed is a potential flow model, which is a simplified setup to mimic

the behavior of RMI. The advantage of this model is that it is possible to start from almost the

same initial conditions as the current-vortex sheet model. In the potential flow model, a flat vortex

sheet is assumed initially at y = 0. The velocities at y > 0 are set to be

ux = vlin sin kx exp(−ky) , (5.6)

uy = vlin cos kx exp(−ky) , (5.7)

and, if y < 0 then

ux = −vlin sin kx exp ky , (5.8)

uy = vlin cos kx exp ky . (5.9)

Thus the velocity jump at the interface is initially given by

∆ux = −2vlin sin kx . (5.10)

Note that in this model vlin is just a parameter. The density is set to be uniform with the size of

ρ2 (ρ1) for y > 0 (y < 0). In terms of the field geometry, a uniform field parallel to the interface

is assumed, that is

Bx = B0 and By = 0 . (5.11)

Figure 5 shows the result of ideal MHD simulations for a potential flow model. The Atwood

number and Alfvén number in a potential flow model can be easily calculated from the initial

densities ρ1 and ρ2, shear size vlin, and field strength B0. A model shown in figure 5 is for the case

of A = −0.2 and R2
A = 103, which are the identical to those in figure 4 for the RMI model. The

spacial distribution of the density, velocity, and magnetic field in the RMI model (figure 4) and the

potential flow model (figure 5) are quite similar. The location of the spike top and bubble bottom

are almost the same, so that the growth velocity of the RMI can be reproduced accurately by the

potential flow model. The localized features in the current density and vorticity are also captured

by the simple potential flow model. An obvious difference is in the tightness of the roll-up of the

mushroom shape, which might be affected by the numerical diffusion during the interaction of the

incident shock and interface in the RMI model, and also bulk vorticity behind the transmitted

shock that decays with time.

The unstable motions of the RMI stretches the interface as well as the magnetic field lines,

which brings the amplification of the magnetic fields during the RMI growth. Figure 6 shows the

time evolution of the maximum field strength. We examined the dependence on the density jump

at the interface, e.g., the Atwood number A, and the initial field strength, or the Alfvén number

RA. If the initial field is weaker, the magnetic field increases efficiently and saturates in a few
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(a) (b)

(c)

Fig. 5: Normalized plasma density with magnetic field lines (upper left), current density (upper

right), and vorticity (lower) at kvlint = 4.0 obtained by the ideal MHD simulation of a potential

flow model, where A = −0.2 and R2
A = 103. The meaning of the lines and arrows in the figures

are the same as in figure 4.

(a) (b)

Fig. 6: Growth of the maximum value of |B|2/(R2
AB0)

2 by the ideal MHD simulations for A = (a)

−0.2 and (b) −0.7, where the dotted and solid lines denote the potential flow and shock induced

RMI, respectively.
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(a) (b)

(c)

Fig. 7: Growth of the magnetic field by the ideal MHD potential flow simulation. The vertical axis

denotes the maximum value of |B|2/(R2
AB0)

2, where the Atwood number A = (a) −0.7, (b) −0.2,

and (c) 0.
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times of kvlint. When the magnetic field is strong enough, the maximum value oscillates around

the initial strength.

In this figure, the solid curves are the results of the potential flow model and dashed curves are

those of the RMI model. Both of the simulations provide almost the same result for any Alfvén

numbers and Atwood numbers, which strongly suggests that the potential flow model contains the

characteristic features of the RMI surprisingly well. Because the initial setup of the potential flow

model is quite similar to that of the sheet model, the comparison with the sheet model results

would be quite interesting to demonstrate the validity and accuracy of the sheet model. For this

purpose, we calculated the field amplification behavior with various parameters for the potential

flow models. Figure 7 shows the models with A = −0.2, −0.7 and 0. The models of A = 0 has no

density jump at the vortex sheet, so that there is no counterpart of the RMI model. The detail

comparison with the sheet models is discussed in the next section.

6 Numerical calculations by the sheet model

6.1 Initial conditions and numerical methods for the sheet model

Most of the numerical calculations of the sheet model are performed for the initial conditions of a

sinusoidal vortex sheet strength and a flat interface with no surface current density js = 0

γ = −2vlin sin kx,

kx = θ, ky = 0, (−π ≤ θ ≤ π) (6.1)

Bi ≡ B0 = B0êx (i = 1, 2).

It should be noted that vlin corresponds to the initial velocity shear given by equation (E.5) (for

the derivation of vlin, refer to Appendix E) for RMI in the weak shock limit, in which δv∗1,2 repre-

sent the transverse velocities immediately after the shock-interface interaction. In the subsequent

calculations, we use the following normalizations: kx → x, kvlint → t, kΓ/vlin → Γ, γ/vlin → γ,

and Bi/B0 → Bi. Using the Alfvén number, the last term of (2.29) is rewritten as

2

sθ(ρ1 + ρ2)
(⟨B⟩ · js)θ → 1

sθR2
A

(⟨B⟩ · js)θ

and the square of it describes the ratio of the magnitude of the magnetic force to the inertia. It

should be mentioned that two parameters, the Atwood number A and the Alfvén number RA,

determine the nonlinear dynamics of a current-vortex sheet for this initial value problem.

We adopt the vortex blob method for the computations of the model equations. This method is

developed by Krasny, in which he introduced a regularized parameter 0 < δ ≪ 1 in the denominator

of the Birkhoff-Rott equation (2.13) to avoid the divergence of the integral (Krasny, 1987). The

parameter δ plays an important role in cutting higher-order Fourier modes, which enables us to

perform the long-time calculation of vortex sheet motion such as roll-ups. For the periodic case,

the Birkhoff-Rott equation (2.13) by this regularization is given as

U = − 1

4π

∫ π

−π

sinh (Y (θ, t)− Y (θ′, t)) γ(θ′, t)

cosh (Y (θ, t)− Y (θ′, t))− cos (X(θ, t)−X(θ′, t)) + δ2
dθ′,

(6.2)

V =
1

4π

∫ 2π

0

sin (Y (θ, t)− Y (θ′, t)) γ(θ′, t)

cosh (Y (θ, t)− Y (θ′, t))− cos (X(θ, t)−X(θ′, t)) + δ2
dθ′.
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When the regularized parameter δ = 0, the parameter α̃ should be taken to α̃ = A; however,

there is arbitrariness in selecting α̃ when δ ̸= 0 (Matsuoka and Nishihara, 2006). This arbitrariness

comes from arbitrariness in the tangential velocity of the interface (Pullin, 1982, Kerr, 1988). The

introduction of δ gives an artificial thickness to the interface. We select as δ = 0.15 throughout

the calculations by the sheet model. The spatial integration of (6.2) can be carried out using the

conventional trapezoidal rule. For the temporal integration, we use the fourth-order Runge-Kutta

scheme. The Fredholm equation of the second kind (2.29) is solved by iteration until convergence

within some tolerance level (here, we select the level as 10−9). In order to cut the irregular motion

due to the round-off error that increases with the number of grid points N , we use the filtering

technique introduced by Krasny (Krasny, 1986). The filter level depends on the spatial resolution,

i.e., the number of grid points N and in general, the higher filter levels are demanded for the

larger N . Here, we select as N = 512 and the filter level as 10−13. We use the grid redistribution

method by the Newtonian method (Baker and Nachbin, 1998, Matsuoka and Nishihara, 2006) for

long-time computations; however, all results including the breakdown time of the computation are

unchanged even if we adopt the point insertion scheme (Krasny, 1987, Matsuoka, 2013). Details

of the numerical methods to solve equations (2.12), (2.29), and (6.2) are presented in Appendix C.

In the subsequent subsections, we compare the non-uniform current-vortex sheet model with ideal

MHD simulations of a potential flow.

Remark 1. The theory for the magnetic field in the bulk presented in section 4 is mathematically

constructed under the condition that the regularized parameter δ = 0. This theory is applicable

to the bulk magnetic field for δ ̸= 0 as well by adopting the evaluation method for the multi-

valued interface presented in Appendix D. However, it should be noted that the bulk magnetic

field provided by this method is an approximation and it is not the exact solution because the

sheet model for δ ̸= 0 is not the exact solution of the 2D Euler system (Holm et al., 2006).

Remark 2. When δ = 0, the method of conformal mapping is also applicable for describing the

bulk magnetic field; however, this method cannot use for the case of δ ̸= 0; i.e., for the case of

multi-valued interfaces as presented in the current paper.

6.2 Comparison of sheet model calculations with ideal MHD simulations

We first compare the results obtained from the sheet model with those from the ideal MHD

simulations. The initial conditions of the model calculation are as follows; consider a flat interface

with a sinusoidal vortex sheet strength given by equation (6.1) for the parameters of the Atwood

number A = −0.2 and the Alfvén number of R2
A = 103. These initial conditions correspond to

the case discussed in subsection 5.3, namely for the initial potential flow. The left figure in figure

8 shows the interface shape with the current sheet strength js and the magnetic field in the bulk

indicated by arrows at time of kvlint = 4.0, while the arrows in the right figure present the velocity

in the bulk. We used the time step △t = 0.0005 and α̃ = A2 for the calculations of A = −0.2, while

△t = 0.00025 and α̃ = 0.05 for A = −0.7, and the number of grid points N was set to N = 512.

The bulk magnetic field and velocity field are calculated from the variables on the interface as

discussed in section 4 and Appendix B.

The corresponding results obtained by the ideal MHD simulations are shown in figure 5. As

expected, both results (sheet model and MHD simulation) show the growth of the spike in the

y-direction due to RMI as indicated by the velocity arrows. In the nonlinear stage, a mushroom

21



Fig. 8: Bulk magnetic field (arrows) in the left and velocity field (arrows) in the right at kvlint = 4.0

obtained by the sheet model, where A = −0.2 and R2
A = 103. The color bar in the left (right)

figure denotes the current sheet strength js (vortex sheet strength γ).

shape of the spike appears and also the roll-up structure is observed in the tip of the mushroom

in both results. The roll-up for the corresponding Atwood number is weaker than that of a pure

vortex sheet (Matsuoka and Nishihara, 2006) due to the magnetic tension.

The model shows the generation of the non-uniform surface current on the interface as shown

by the colored scale in figure 8. It should be noted that the current sheet strength js = 0 initially

and the non-uniform surface current is induced accompanied with the interface deformation. We

would like to mention that we use the current sheet strength js and the vortex sheet strength γ on

the interface as variables in the current-vortex sheet model. On the other hand, the magnetic field

and velocity field on the grid points (mostly in the bulk) are used instead of these quantities in the

ideal MHD simulations because js and γ cannot define. In the MHD simulation we can estimate

the current density from the relation of j(x, y) = ∇×B(x, y), which is shown in figure 5 with the

colored scale. Note that the value of j strongly depend on the mesh size used in the estimation.

However, the current density thus estimated are localized near the interface, which corresponds

to the surface current density js in the model. By comparing figures 5 and 8, one can see that

the roll-up is not as extensive in the sheet model as in the potential flow model. The strength of

roll-ups can be controlled by δ. When we reduce the regularized parameter δ, the roll-up becomes

tighter (Matsuoka and Nishihara, 2006).

The strong magnetic field is observed near the interface in the MHD simulation as shown in

figure 5. That is not visible in the sheet model because of large mesh size used in the calculation of

the bulk magnetic field from the interface values. However, we can directly show the magnetic field

B1 (magnetic field in the high density side) and B2 (magnetic field in the low density side) on the

interface are shown in figure 9 (upper two figures). The maximum magnetic field is amplified more

than 30 times, which is large enough to explain the generation of the high energy cosmic protons in

SNRs. The corresponding current sheet strength and vortex sheet strength are also shown for the

same parameters and at the same time in figure 9. The maximum values of |γ| in figure 9 appears

in the neighborhood of vortex cores such as a vortex pair as found in the pure hydrodynamic RMI

(Matsuoka and Nishihara, 2006).

The model calculations and ideal MHD simulations agree fairly well with each other as a whole,
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Fig. 9: Magnetic field Bt
1 (upper left), magnetic field Bt

2 (upper right), current sheet strength

js = Bt
1−Bt

2 (lower left), and vortex sheet strength γ (lower right) for A = −0.2 at the normalized

time kvlint = 4.0, where R2
A = 103 and the upper fluid (ρ2) is assumed to be lighter than the lower

one (ρ1). The spatial scale is normalized by 2π.
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Fig. 10: Bulk magnetic field (arrows) by the sheet model (left) and the magnetic field line by the

the ideal MHD simulation of the potential field (right) at kvlint = 4.0, where A = 0 and R2
A = 103.

The color bars in the left and right figure denote the current sheet strength js and the scaled

density, respectively.

including the formation of mushroom and spiral structures and the magnetic field amplification,

even though they use different variables either on the interface (1D variables) or in the bulk (2D

variables), respectively. It should also be mentioned that the bulk magnetic field and bulk velocity

field are obtained from the interface variables in the current-vortex sheet model, and they also

agree with those obtained by the ideal MHD simulations.

6.3 Atwood number dependence on nonlinear evolution of the sheet

Before showing the magnetic field amplification, we present briefly the dependence of the interfacial

dynamics on the Atwood number, since the interfacial dynamics determines the local magnetic field

amplification on the sheet through the induction equation of equation (2.24). Figure 10 shows the

spatial profile of the spike and the magnetic field (line) at the same time of kvlint = 4.0 for the

Atwood number of A = 0 obtained from the model (left) and the ideal MHD simulation (right),

respectively. There is no density jump across the current-vortex sheet in the case of A = 0;

therefore, the color scale of the mass density is mono-color in the right figure. Moreover, in the

case of A = 0, there is no distinction between bubble and spike and they are symmetrical with

respect to the x axis. The shape of the interface for A = −0.7 are shown with the tangential

magnetic fields at the interface in the high density side Bt
1 and the low density side Bt

2, the current

sheet strength js, and the vortex sheet strength γ in figure 11. As seen from these figures and

compare with figure 9, the difference of the interface structure can be seen; for example, the strong

spiral winding can be observed in small absolute values of the Atwood number and the height of

the spike is higher for larger |A|. This general feature of the interfacial dynamics depending on the

Atwood number agrees with the ideal MHD simulations at least qualitatively. It was also observed

very strong spiral winding in pure hydrodynamic experiments for a very small Atwood number

(Jacobs and Sheeley, 1996). In the model calculation, the mushroom structure does not appear at

this time yet for the Atwood number of A = −0.7 as shown in figure 11. Even though no spiral

appears, the relatively large current sheet strength js and thus the relatively large magnetic field
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Fig. 11: Magnetic field Bt
1 (upper left), magnetic field Bt

2 (upper right), current sheet strength

js = Bt
1−Bt

2 (lower left), and vortex sheet strength γ (lower right) for A = −0.7 at the normalized

time kvlint = 4.0, where R2
A = 103 and the upper fluid (ρ2) is assumed to be lighter than the lower

one (ρ1). The spatial scale is normalized by 2π.
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Fig. 12: Vortex sheet strength γ versus Lagrange parameter θ/2π (−π ≤ θ ≤ π) for A = (a) 0 and

(b) -0.7, where R2
A = 103. The phase of γ is inverted in the region 3.5 ≤ t ≤ 4.0 when A = −0.7.

of Bt
2 are observed as shown in the figure.

We depict the temporal evolution of spatial profiles of γ for A = 0 and A = −0.7 in figure

12, taking the case of R2
A = 103 as an example. We note that the phase of γ initially given by

γ ∝ − sin θ is inverted between t = 3.5 and 4.0 in the region of |θ|/(2π) < 1/(2π) ∼ 0.16 for

A = −0.7. In this time duration, the maximum amplitude of γ once becomes very small; however,

the interface itself is not inverted at this time. The inversion of γ is caused by the magnetic tension

with opposite phase to γ, which acts to straighten the interface. On the other hand, the phase

inversion of γ does not appear for A = 0 as found in figure 12 (a). When the absolute value of the

Atwood number is small and the Alfvén number RA is large, the roll-up of the interface occurs

and the vortex sheet strength γ at the cores becomes very large. Then the inertial force for rolling

up is stronger than the force by the magnetic tension; therefore, the phase inversion of γ does not

occur for this case.

6.4 Magnetic field amplification

As has been shown in section 5, the large amplification of the magnetic field has been observed in

ideal MHD simulations for the various Atwood numbers and Alfvén numbers. Figures 13 (a), (b),

and (c) show the corresponding magnetic field amplification observed in the model calculations for

the different Atwood numbers of (a) A = −0.7, (b) A = −0.2, and (c) A = 0 with the various

initial Alfvén numbers from R2
A = 0.1 to 103. Figure 13 shows the maximum values of |B/B0|2

multiplied by R−2
A . We see that the magnetic field is always amplified when the value of RA is

large (R2
A ≥ 10) regardless of the Atwood number. The normalized magnetic field |B|2/(R2

AB0)
2

grows exponentially in time at the earlier stage for all Atwood numbers. This exponential growth

of the magnetic field is due to the stretching of the interface (Sano et al., 2013). The model results

show very much similar growth of the magnetic field in time as those obtained by the ideal MHD

simulations shown in figures 7 for any values of the two parameters. On the other hand, when

the Alfvén number RA is small, the maximum magnetic field intensity oscillate for all Atwood

numbers, and its amplification is not observed. This oscillation is found to be due to the surface

Alfvén wave as will be discussed in subsection 6.5 later.

26



Fig. 13: Growth of the magnetic field by the sheet model. The vertical axis denotes the maximum

value of |B|2/(R2
AB0)

2, where the Atwood number A = (a) -0.7, (b) -0.2, and (c) 0.
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Fig. 14: Interfacial magnetic fields Bt
1 and Bt

2 versus normalized Lagrange parameter θ/2π (−π ≤
θ ≤ π) at kvlint = 4.0 for A = (a) 0 and (b) -0.7, where R2

A = 103.

When the maximum magnetic field grows exponentially, the larger of the absolute values of

Atwood number |A| result in the larger growth rate. This can be due to the larger nonlinear growth

of the spike for the larger Atwood number; i.e., this can be seen by comparing the spike height for

the different Atwood numbers as discussed in the previous subsection 6.3, even though the initial

vortex sheet strength are the same for every case. This can be understood as follows; even if we

gave the same initial velocity shear (vortex sheet strength); i.e., the same linear growth rate of

RMI, the spike can be penetrate into the light fluid more easily for the cases of the large Atwood

number in the nonlinear stage, since the ratio of the heavy fluid mass density (region 1) to the

light fluid mass density (region 2) is larger for the larger absolute value of the Atwood number.

When the absolute value of the Atwood number is small (|A| = 0, 0.2), a kind of inflection

point appears in the growth of the maximum magnetic field intensity for large Alfvén numbers

(R2
A ≥ 102) at around kvlint = 2.0 − 3.0 as shown in figure 13 (b) A = −0.2 and (c) A = 0.

However, this does not occur for the case of (a) A = −0.7. It is found that at this inflection point

of the growth, the spatial positions where the magnetic field on the interface is maximized shifts

from the top of the spike to the neighborhood of the core of the spiral, more exactly the outer

sides of the mushroom. Figure 14 (a) and (b) show the interfacial value of the magnetic fields Bt
1

and Bt
2 versus Lagrange parameter θ/2π (−π ≤ θ ≤ π) at kvlint = 4.0 for large (|A| = 0.7) and

small (A = 0) Atwood numbers, where R2
A = 103. When A = 0, the magnetic fields Bt

1 and Bt
2 are

identical if we exchange the bubble and spike (θ/(2π) = ±0.5 and θ/(2π) = 0), while the value of

the magnetic field Bt
2 at the spike (θ/(2π) = 0) is much larger than the one of Bt

1 in figure 14 (b).

The maximum value of the magnetic field at this time appears at the vortex cores (θ ∼ ±π/4) for
A = 0 and that appears at the spike in the magnetic field of the lighter fluid Bt

2 for A = −0.7.

These points are the places that the interface is most stretched and the magnetic field is magnified

there.

The stretching rate of the interface Gs(t) defined by

Gs(t) =

∫
∂(u2 · t)
∂s

dt

is plotted as a function of the Lagrange parameters θ/(2π) at time kvlint = (a) 1.5 and (b) 4.0 for

the Atwood number of A = 0 and A = −0.7 in figure 15. As clearly seen in figure 15 (a), at the
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Fig. 15: Stretching rate Gs versus normalized Lagrange parameter θ/2π (−π ≤ θ ≤ π) at kvlint =

(a) 1.5 and (b) 4.0, where R2
A = 103.

Fig. 16: Normalized magnetic field |B|/B0 at kvlint = 4.0 obtained by the ideal MHD simulation

of a potential flow, where A = −0.2 and R2
A = 103.
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early time, the maximum stretching rate of the interface occurs at the top of the spike for both

Atwood numbers due to the spike growth. However, at the later time shown in figure 15 (b), the

large stretching rates are observed near θ/(2π) ∼ ±0.2 for the case of A = 0. This temporal change

of the position from the spike to the vortex cores affects the growth rate of the magnetic field and

causes a kind of inflection point on the growth of the magnetic field as shown in figure 13 (b) and

(c). Since the large stretching of the interface occurs around the outside of the mushroom, the

large magnetic field appears there as shown in figure 16, which is obtained from the corresponding

ideal MHD simulation.

For all of the cases that the maximum magnetic field increases monotonically, the maximum

magnetic field saturates at certain time. The maximum values of R−2
A |B/B0|2 for 1 ≤ R2

A ≤ 103

in figure 13 attain an almost same value of O(1) independent of A and RA, at which the saturation

energy of the magnetic field coincides with the kinetic energy of RMI flows because

1

R2
A

∣∣∣∣Bmax

B0

∣∣∣∣2 =
2B2

max

[(ρ1 + ρ2)v2lin]
≡

(
va
vlin

)2

= O(1).

From this estimate, we see that the magnetic field is amplified up to |B| > RA. A similar saturation

of the amplified magnetic field is also observed in the ideal MHD simulations as shown in figures

6 and 7, and the saturation level agrees with the one in figure 13.

The period of Alfvén oscillation observed for R2
A < 10 in figures 13 and 7 becomes smaller

than that of the linear one because of the magnetic field amplification. For that case, the linear

frequency ω in (3.5) should be replaced by the nonlinear frequency ωNL = 1/RNL
A , where RNL

A is

estimated as RNL
A ∼ γ/B.

6.5 Surface Alfvén wave and MHD Richtmyer-Meshkov instability

In previous subsections, we consider the nonlinear evolution of the interface only for the initial

conditions of the surface current js(θ, t) = 0 and the velocity shear γ(θ, t) ̸= 0. In this subsection,

we discuss the cases with the initial condition of js(θ, t) ̸= 0 and show the appearance of the surface

Alfvén wave (eigenmode in the linear analysis in section 3) with the initial condition of γ(θ, t) = 0

and the unstable mode leading to MHD RMI with that of γ(θ, t) ̸= 0 and relatively large R2
A = 103.

The linear solution (3.6) includes the mode that the initial surface current density js ̸= 0 and our

model allows such solutions as long as the current free condition in the bulk is satisfied. Here,

we present two examples of the initial condition js ̸= 0 and show that one of which leads to the

surface Alfvén wave and the other MHD RMI.

The initial condition for the first case is given by

η = ϵ cosx,

γ = 0, (6.3)

js = (−2ϵ cosx, 0),

where ϵ is selected as ϵ =
√
0.1 and A = −0.2. We show the temporal evolution of various physical

quantities at a fixed Lagrange parameter θ = 0 or π/2 for the surface Alfvén wave in (a) of figure

17, where the normal velocity vn is defined as vn = q · n. Since the initial γ = 0, the condition

(6.3) reveals only the pure surface Alfvén wave. Figure (b) denotes the temporal change of the

interfacial profile in this surface Alfvén wave solution. As shown in these two figures, all of the
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Fig. 17: Temporal evolution of physical quantities in (a) the surface Alfvén wave and (c) MHD

RMI, and the interface structure in (b) the surface Alfvén wave at several kvlint and (d) MHD

RMI at kvlint = 4.0. The vortex sheet strength γ, normal velocity vn, the y component of the

magnetic field B2; B2y, and the current sheet strength js in (a) and (c) are selected at the Lagrange

parameter θ = π/2, 0, π/2, and 0, respectively. The color bar in (d) denotes the magnetic field

Bt
2. Here, the Alfvén number RA in (a) and (b) [(c) and (d)] is selected as R2

A = 0.1 [R2
A = 103],

and A = −0.2 for all figures.
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variables including the vortex sheet strength, the magnetic field, the current sheet strength, and

the normal velocity oscillate with the Alfvén frequency given by equation (3.4) according to the

normal mode (3.6). Namely, the physical quantities measured by kva0t oscillate with period 2π.

The temporal evolution of the maximum value of the normalized magnetic field |B|2/(R2
AB0)

2 is

almost same as the curve R2
A = 0.1 in figure 13 (b); i.e., the magnetic field amplification does not

occur for this initial condition. It should be noted that Wheatley et al. found an oscillatory motion

in MHD RMI when RA ≪ 1 (Wheatley et al., 2014). Therefore, their results might correspond to

a surface Alfvén wave instead of MHD RMI.

The initial condition in (c) and (d) of figure 17 is given as

η = ϵRA cosx,

γ = −2 sinx, (6.4)

js = (−2ϵRA cosx, 0),

where the initial amplitude ϵRA is selected as ϵRA = 0.1 (R2
A = 103). The condition (6.4) is not

the eigenmode of the linear solution (3.6). For this large velocity shear of R2
A = 103, the Alfvén

oscillation does not occur; instead, an unstable mode leading to MHD RMI develops. All physical

quantities in figure (c) (except the spike velocity vn) grow in time and the roll-up of the interface

(d) is the same as those in figure 9 in subsection 6.2. The magnetic field B2 is amplified up to the

same degree as the one in figure 9.

For the initial condition as the same given by equation (6.4) with ϵRA = 0.1 and R2
A = O(1),

the oscillation of all physical quantities were observed, as similar as the solutions observed in figure

13 for R2
A = 0.1 and 1.0. However, it should be mentioned that their spatial profiles deviate from

pure sinusoidal ones because of the velocity shear at the interface. For the parameter range of

R2
A = O(1) with non-zero (non-uniform) velocity shear, the dynamics does not obey the linear

RMI nor the linear surface Alfvén wave and thus the linear analysis is invalid. Our model is

effective even in this nonlinear region.

7 Conclusions

We have developed a theoretical model to describe the fully nonlinear evolution of non-uniform

current-vortex sheets under the assumption that the magnetic field is initially parallel to the sheet.

The model consists of an equation for the sheet velocity and mutual coupling equations between

the vortex sheet strength and the magnetic field on the sheet. It is shown that two-dimensional

MHD shear flow problems are described only by one-dimensional Lagrange parameter on the sheet.

In our model, when the initial conditions γ = u1 − u2 and js = B1 − B2 at the interface, and

j = 0 and ω = 0 in the bulk are provided with the boundary condition B = B0êx at y = ±∞,

the interfacial dynamics, and the bulk velocity and magnetic fields are uniquely determined, no

matter how extensively the interface deforms.

The linear eigenmode of the system is shown to be nothing but the surface Alfvén mode

with density stratification. As an extension of our model, we have succeeded to calculate the

magnetic field and fluid velocity in the bulk from only the quantities on the interface. Our model

can be applied to general nonlinear interfacial motion and shear flows in MHD. Two-dimensional

ideal MHD simulations show that the nonlinear dynamics of a shocked interface with density
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stratification (MHD RMI) agrees fairly well with that for its corresponding potential flow. By

applying the model to MHD RMI, nonlinear amplification and saturation of magnetic field, and

suppression of roll-up of the interface due to the magnetic tension have been obtained, which are

found to be consistent with corresponding ideal MHD simulations.

Nonlinear evolution of the interface is shown to be determined by two parameters, the Alfvén

and Atwood numbers. Their dependence on the nonlinear dynamics of the sheet and thus the

magnetic field amplification are investigated for various initial conditions. It is shown by the

model that the magnetic field amplification occurs locally depending on the nonlinear dynamics of

the current-vortex sheet, which is also determined by the two parameters. The model calculations

show that the magnetic field amplification is large enough to explain the long-standing paradigm

of cosmic-ray proton acceleration in young SNRs (Sano et al., 2012). The sheet model can also

capture various geometrical quantities such as curvature and stretching rate of the interface, which

are hard to calculate by the ideal MHD simulations. Our model can be applied to general nonlinear

interfacial motion in MHD flows not only in MHD RMI but MHD KHI, MHD RTI, and the surface

Alfvén wave as well, if we change the initial velocity shear and/or take into account the gravity.

The current-vortex sheet does not persist as a steady solution if the magnetic field has a

component normal to the interface. This is because the Alfvén wave can transport the vortex

sheet away from the interface (Wheatley et al., 2009, Sano et al., 2013). The sheet model and the

ideal MHD simulations play a complementary role. By utilizing these two, the understanding of

MHD shear flows would be more advanced.
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A Current density and surface current density

Here, we mention the relation between the current density j and the surface current density js

(or the current sheet strength js). From the integral form of the Ampère’s law (2.5), the following

relation holds for the (total) current I:

I ≡
∫ ∫

j · dA =

∫ ∫
(∇×B) · dA =

∫
(B1 −B2) · tds,

where j = jêz, dA = êzdA is the area vector associated with a small rectangular area dA = dξds

(dξ is a small element in the direction of the unit normal n) encircling the interface and ds is the

line element of the interface. The current sheet strength js ≡
∫
jdξ is given by

js =
dI

ds
= (B1 −B2) · t.
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From this equation, we obtain the relation

B1 −B2 = jst = jsn× êz = n×
∫

jdξ = js.

B Velocity field in bulk

Now we decompose the velocity field u as

u = us +∇Ξ,

where us denotes a solenoidal vector field and Ξ is a irrotational potential field that satisfies the

Laplace equation △Ξ = 0 in the bulk and the boundary conditions:

△Ξ = 0 in D, Ξ → 0 as x → ∞ (B.1)

∇Ξ · n ≡ ∂Ξ

∂n
= u · n− us · n ≡ Un − qn on ∂D. (B.2)

Since the normal component of the fluid velocity is continuous at the interface; Un = qn, we have

∂Ξ

∂n
= 0 on ∂D. (B.3)

The potential field that satisfies the conditions (B.1) and (B.3) is Ξ = 0 only. Therefore,

u = us

holds in the velocity field. This solenoidal field corresponds to the vortex induced velocity q or q∗

in (2.13). Then the Birkhoff-Rott equation (2.13) can describe the bulk velocity field u = (u, v) in

its complex form as

u∗(z) = u− iv =
1

2πi
P.V.

∫ ∞

−∞

γ(θ′)sθ(θ
′)dθ′

z − Z(θ′)
(z ∈ D). (B.4)

We present this bulk velocity field at t = 4.0 for the Atwood number A = −0.2 and the Alfvén

(Mach) number R2
A = 103 in figure 8 (right). Unlike the magnetic field, we see that the velocity

field has the normal component at the interface.

C Numerical methods for the computation of the sheet model

In this appendix, we present numerical methods in order to solve the governing equations in the

sheet model (2.12), (2.29), and (6.2) (Matsuoka and Nishihara, 2006). Discretized equations to

Eq. (6.2) are given as

Uj = − h

4π

N−1∑
m=0
m ̸=j

sinh(Yj − Ym)γmsθ,m
cosh(Yj − Ym)− cos(Xj −Xm) + δ2

,

(C.1)

Vj =
h

4π

N−1∑
m=0
m ̸=j

sin(Xj −Xm)γmsθ,m
cosh(Yj − Ym)− cos(Xj −Xm) + δ2

,
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in which Xj ≡ X(θj), Yj ≡ Y (θj), and γj ≡ γ(θj) are expanded into discrete Fourier series

Xj = θj +
M∑

m=−M

X̂meimθj ,

Yj =
M∑

m=−M

Ŷmeimθj , (C.2)

γj =
M∑

m=−M

γ̂meimθj (j = 0, . . . N − 1),

with the derivatives

Xθ,m = 1 +
M∑

m=−M

imX̂meimθj ,

Yθ,m =

M∑
m=−M

imŶmeimθj , (C.3)

γθ,m =

M∑
m=−M

imγ̂meimθj ,

where Xθ,m = (∂X/∂θ)m and so on. Note that the derivatives (C.3) do not involve errors which

necessarily arise in derivative representations by usual difference approximations.

As pointed out by Kerr (Kerr, 1988), point vortices, i.e., the grid points on the interface tend

to make a cluster around a bubble when the Atwood number is high, which is caused by the fact

that the velocity difference between a bubble and spike becomes large for higher Atwood numbers.

As a result of that, grid points around a spike decrease, and the calculation fails due to numerical

instabilities. In order to avoid that, we use a grid redistribution method developed by Baker et

al. (Baker and Nachbin, 1998) so that grid points are arranged equidistantly. This method is

analogous to the node spreading presented by Kerr so as to obtain equally located grid points

(Kerr, 1988); however, the accuracy of the grid redistribution method is higher than his method,

and we can take more grid points. The grid redistribution method is as follows. Now we have a

representation for the interface (X(θ, t), Y (θ, t)) with equally spaced Lagrangian markers θ at a

time t. Then we seek a new mapping from [0, 2π] onto itself, θ → p, such that

p =
1

L

∫ θ

0

sθ(θ
′)dθ′, (C.4)

in which sθ =
√
X2

θ + Y 2
θ and L is the whole length of the interface at the time t:

L =
1

2π

∫ 2π

0

sθ(θ
′)dθ′. (C.5)

Since we want to evenly spaced grid points p = mh (m = 0, . . . N), where h = 2π/N , N , the

number of grid points, we seek the following sequence:

mh =
1

L

∫ θ̄m

0

sθ(θ
′)dθ′, (m = 0, . . . N). (C.6)
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Fig. 18: Schematic figure of the interface, grid points y(i, j), and the crossing points Y (i, k)

(k = 1, 2 · · ·K) for a fixed xi, where the cross and the black circle denote y(i, j) and Y (i, k),

respectively. In this example, we set K = 5.

Note that θ̄m (m = 0, . . . N) with θ̄0 = θ0 and θ̄N = θN in equation (C.6) mapped to mh in p is

not equally divided θm = 2πm/N but a new position in θ which are not necessarily evenly spaced.

In order to find these new parameterizations successively, Newton’s method is used. Integrals in

equations (C.4) and (C.5) are evaluated by the Fourier series of the integrand. Once new marker θ̄m

is given, evenly spaced new position
(
X(θ̄m, t), Y (θ̄m, t)

)
and the strength γ(θ̄m, t) are determined

by cubic splines using θm, θ̄m, (X(θm, t), Y (θm, t)), and γ(θm, t). Thus, the redistribution of grid

points at a time t is completed. With these new dependent variables, new velocities Xt(θ̄m, t),

Yt(θ̄m, t), and γt(θ̄m, t) are evaluated at time t, then we can regard the discrete variable θj in the

Fourier series Xj − θ̄j , Yj , γj as the ones in the mapped space p, where the points are distributed

with equal interval h. This redistribution is performed every time step.

D Evaluation of mesh points for a multi-valued interface

In order to numerically calculate the bulk magnetic field for an interface that is multi-valued as

shown in figure 9, we need to distinguish that a grid point xi = (xi, yi) (i ∈ N) in the plane is on

which side (above or below) of the interface. In this appendix, we present a method of evaluation

for that. Suppose that y(i, j) (i, j ∈ N) denotes the y coordinate designated by a mesh point (i, j)

(i: fixed) and Y (i, k) (k ∈ N, i: fixed) is the y coordinate that the line xi = constant and the

interface intersect, where the integer k satisfies k ≤ K, K the number of intersection points (refer

to figure 18).

When the point xi is located below of the interface (xi ∈ D1), the integer k that satisfies

y(i, j) > Y (i, k) becomes even (e.g., the point y(i, 5) ∈ D1 satisfies y(i, 5) > Y (i, 4) (k = 4) in
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Fig. 19: Shock flow diagram for a reflected shock case in a laboratory frame. A incident shock

propagates from the right to the left with shock speed of −VSi, where −U2 is the fluid velocity

behind the incident shock, VSR and −VST are the reflected and transmitted shock speeds, respec-

tively, and −VC is the speed of the contact surface after the shock interaction. Here, ρ1 and ρ2 are

the mass densities behind the transmitted and reflected shocks, respectively.

figure 18). On the other hand, when the point xi is located above of the interface (xi ∈ D2),

the integer k that satisfies y(i, j) > Y (i, k) becomes odd (e.g., the point y(i, 6) ∈ D2 satisfies

y(i, 6) > Y (i, 5) (k = 5) in figure 18).

In order to find the intersection points Y (i, k) (k = 1, 2 · · ·K) numerically, we increase the

number of grid point of the interface N (N = 512 here) to mN (m ∈ N) in advance by the

interpolation (we adopt the spline interpolation here) and detect Y (i, k) for a fixed xi, where we

select m = 20 ∼ 60. If the condition |y(i, j) − Y (i, k)| < ϵ (0 < ϵ ≪ 1) is satisfied between a

point on the interface y(i, j) and an intersection point Y (i, k), we regard the point Y (i, k) as being

located on the interface, where we select e.g., as ϵ = 10−4.

E Linear growth rate of Richtmyer-Meshkov instability

We consider the same configuration as Richtmyer (Richtmyer, 1960) introduced as shown in figure

19, where an incident shock propagates through a light fluid (i = 2) in the −y-direction with shock

speed −VSi in the laboratory system of reference and fluid velocity behind the incident shock is

−U2. When it hits the contact surface between the light and heavy fluids, the reflected shock starts

to move in the y-direction and the transmitted one does in the −y-direction with the shock speeds

of VSR and −VST , respectively. The contact surface moves to the −y-direction with a speed of

−VC and two fluids behind the reflected and transmitted shocks also move with the same velocity

−U = −VC . The mass density of the heavy fluid and that of light fluid after the shock interaction

are denoted as ρ1 and ρ2, respectively.

We assume the initial ripple of the interface to be of the form ψ0 cos kx. Hence, just after the

shock refraction at t = 0+, the reflected and transmitted shock fronts are deformed, and those of

the initial ripples resemble that at the contact surface, but with different amplitudes. A simple
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kinematic calculation shows that the amplitudes of initial shock ripples are given by (Richtmyer,

1960)

ψR0 =

(
1 +

VSR

VSi

)
ψ0 and ψT0 =

(
1− VST

VSi

)
ψ0 (E.1)

for the reflected and transmitted fronts, respectively. As is well known, the tangential velocity

must be continuous across any deformed shock fronts. For the geometry shown in figures 1 and

19, the initial tangential velocities can be equal to

δv∗1 = −UkψT0 and δv∗2 = (U2 − U)kψR0. (E.2)

These two tangential velocities provide the initial circulation that is distributed along the

contact surface ripple proportional to sin kx, which is actually the initial cause of the growth of

the contact surface ripple (Fraley, 1986, Samtaney and Zabusky, 1993, 1994, Velikovich, 1996,

Wouchuk and Nishihara, 1997, Wouchuk and Cavada, 2004, Herrmann et al., 2008). As the shocks

separate away from the interface, their corrugation amplitudes oscillate and decrease with time.

As the shock ripples evolve in time, pressure perturbations are generated behind the shocks and

propagate through the compressed fluids with the local sound speed. As a result, the interface ripple

and the shock ripples interact with each other, and they oscillate in time and asymptotically tend

to zero. For an ideal gas EOS, the pressure perturbation at the interface decreases asymptotically

in time as t−3/2 (Zaidel, 1960, Fraley, 1986, Wouchuk and Cavada, 2004) independent with the

shock intensity. It should also be noted that the rippled shock leaves vorticity behind in the bulk,

but they are the second order and also decays with time (Wouchuk and Nishihara, 1997). Therefore

no baroclinic effects are required for RMI.

The asymptotic interface growth rate can be obtained within a linear theory and a weak shock

limit by integrating tangential component of equation of motion

ρi
∂δṽxi
∂t

= −kδp̃i(t), (E.3)

where we assumed that δpi = δp̃i(y, t) cos kx and δvxi = δṽxi(y, t) sin kx. This equation is valid at

both sides of the contact surface at any time t > 0+. From the pressure continuity at y = 0 and

the integration in the time interval 0+ < t <∞, we obtain a relation for the asymptotic tangential

velocity δṽ∞xi in fluid i = 1 or 2 as

ρ1(δṽ
∞
x1 − δv∗1) = ρ2(δṽ

∞
x2 − δv∗2). (E.4)

Since the normal component of fluid velocity is continuous at the interface and the velocity

becomes irrotational asymptotically in a weak shock limit, the linear growth rate vlin can be

obtained from equation (E.4) as

vlin =
ρ2δv

∗
2 − ρ1δv

∗
1

ρ1 + ρ2
. (E.5)

It should be noted that the growth rate becomes smaller than the above growth rate for a strong

shock because the bulk vorticity left by the ripple shocks suppresses the growth (Wouchuk and

Nishihara, 1997). The pressure perturbation at the interface decays with time as t−3/2, indepen-

dent of the shock Mach number. As a consequence, the plasma velocity perturbations become

incompressible and density perturbations approach zero for a very large time, as assumed in the

present current-vortex sheet model. The potential flows assumed in the bulk; however, generate

the velocity shear at the interface.
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